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If this sounds familiar then this talk is for you!
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“My GenAI spend has 
gone through the roof”

“Quality is just not where 
it needs to be for us to 

use LLMs in production”
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Agenda
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What is LLM quality optimization?

Three ways to optimize LLMs

Demo: fine-tuning for PII redaction

How to get started on your own  
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Motivation: better quality, lower costs 

What limits GenAI adoption in 
most businesses today?

Limited availability of GPUs - 
drives $$$ up

Initial PoCs don’t reach the 
expected quality bar
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Higher quality

Most start here…

… but need to end up 
here to go to production
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Prompt Engineering
Increase accuracy with a clear 
target and aim 

Prompt specificity
Few-shot prompting
Chain of thought prompting

Optimizing LLM quality

Mega Model APIs
The “all around” champs, 
excellent at many things 

GPT-4o, Claude 3.5, 
Llama 3.1 405b

Fine-Tuning
Highly trained for excellence 
at one specialized task

Training dataset curation
Model fine tuning
Quality evaluation

Multi-Agent Systems
A team of experts completes 
a complex action  

Tool-calling, JSON, Orchestration
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A crawl, walk, run progression 
for model optimization

Prompt Engineering

Multi-Agent Systems

Fine Tuning

All Combined

Sophistication
& Level of Effort
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Get the quality of Llama 3.1 
405B, at a fraction of the cost 
and latency.

Give one example of your 
task, and 405B will teach 8B 
(~30x cheaper!!) how to do 
the task perfectly

https://github.com/mshumer/g
pt-prompt-engineer

Video permalink

Prompt engineering delivers big bang for your buck

Using Llama 3.1 405b to prompt-tune 8b

https://docs.google.com/file/d/15whl8iieoa_Psv7-sVqNIED4pdNzujvA/preview
https://github.com/mshumer/gpt-prompt-engineer
https://github.com/mshumer/gpt-prompt-engineer
https://drive.google.com/file/d/1Ie7SoMpPG4L-lsqrUY1Ika7Rd5pAzVkz/view?usp=sharing
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Multi-agent Scenario: Code Generation

Senior Engineer QA Engineer

Chief QA Engineer
Ensures code 
accomplishes goal

Checks for mistakes 
in the code

Writes the code to 
accomplish goal
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Dashboard link 
Colab notebook link
Dataset download link 

Fine-tuned Llama 3.1 8B for PII redaction

1.23x better accuracy vs. GPT-4o

25x less expensive than GPT-4o 

https://wandb.ai/octoai/octoai-webinar-23-8-7/weave/compare-evaluations?evaluationCallIds=%5B%221fde9672-4472-4eef-9738-8cf58a66dc62%22%2C%225678c6c8-ca6a-4aeb-820c-a8d9deea9208%22%2C%226045bb51-3eaa-4b3a-b63a-2f8a424bfc29%22%2C%22d237eb69-3510-4803-81ba-8d71e448229c%22%5D
https://colab.research.google.com/drive/1fP3ebFM5Je9TeqVe8HEM3HnQB3S6E64a?usp=sharing
https://huggingface.co/datasets/ai4privacy/pii-masking-200k
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Use Case Study: LLMs for PII redaction
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Fine-tuned
Llama 3.1 

8B

I've noticed some unusual 
activities related to the credit 
card number 6381973478101820. The 
transactions are coming from the IP 
address 215.114.180.213. As our 
Investor Program Supervisor, could 
you please investigate?

user 
prompt

redact(fields_to_redact)

tool
You are an expert model trained to 
redact potentially sensitive 
information from documents. Your 
goal is to accurately redact the 
sensitive information from the 
document. Sensitive information can 
be in one of the following 
categories: …

Tool 
call

redact({
[
    {
        'string': '6381973478101820',
        'pii_type': 'CREDITCARDNUMBER'
    }, 
    {
        'string': '215.114.180.213',
        'pii_type': 'IPV4'
    },
    {
        'string': 'Investor Program Supervisor',
        'pii_type': 'JOBTITLE'
    }
]})

system 
prompt
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1. Build the dataset
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We’re using a synthetic dataset in this case

We format each input/output pair from the dataset as logged LLM messages

This constitutes a training dataset that we store as JSON file and upload to OpenPipe

We produce 10k training samples and split into training - validation at 90%-10% split
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2. Fine-tune the model
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We used OpenPipe for this step, which uses PEFT to fine-tune models

We chose the Llama 3.1 8B base model as it’s open source and small
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3. Deploy the fine-tune to OctoAI
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We used OctoAI to deploy our LoRA fine tune

Export the model weights from OpenPipe to then upload to OctoAI

Once the asset is uploaded, we can invoke it on OctoAI’s Llama 3.1 8B SaaS endpoint
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4. Evaluate the model
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We built a custom evaluation metric that uses the privacy_mask labels from the PII 
masking 200k dataset as ground truth.

Our LLM is evaluated against that ground truth information using a scoring system

We penalize the LLM when a PII was missed (false negative) or mistakenly added 
(false positive)

We use a similarity distance metric to get a match score for each PII string-class pair 
(see next slide)
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Ground truth

{'fields_to_redact':
  [
    {
      'string': 'Ms.',
      'pii_type': 'PREFIX'
    },
    {
      'string': 'Billie',
      'pii_type': 'MIDDLENAME'
    },
    {
      'string': '44:77:2c:cc:25:4c',
      'pii_type': 'MAC'
    }
  ]
}

Score: 1.0

Fine-tune

{'fields_to_redact':
  [
    {
      'string': 'Ms.',
      'pii_type': 'PREFIX'
    },
    {
      'string': 'Billie',
      'pii_type': 'FIRSTNAME'
    },
    {
      'string': '44:77:2c:cc:25:4c',
      'pii_type': 'MAC'
    }
  ]
}

Score: 0.91

GPT-4o

{'fields_to_redact':
  [
    {
      'string': '44:77:2c:cc:25:4c',
      'pii_type': 'MAC'
    }
  ]
}

Score: 0.33

4.1   Evaluate quality
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Dashboard walkthrough
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LLM fine-tuning continuous deployment cycle
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4. Evaluate quality

3. Deploy fine-tuned LLM 2. Fine-tune model

1. Build Dataset

The LLM 
continuous 
deployment 

cycle
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There is truly no finish line…
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4. Evaluate quality

3. Deploy fine-tuned LLM 2. Fine-tune model

1. Build Dataset

The LLM 
continuous 
deployment 

cycle



© 2024 OctoAI

Start Optimizing LLMs with OctoAI

Guided No-Cost Proof of Concept (>1B tok/d)
- Tune a Llama 3.1 (or any OSS LLM) on us
- Complimentary inference credits on OctoAI’s serverless endpoints
- Hands-on consultation to achieve quality, cost, and performance goals
- Optionally deploy in your environment/on-prem
- Let’s talk octo.ai/contact-us 

Self-Starter Optimization (<1B tok/d)

- Step-by-step optimization tutorial
- Complimentary tuning & inference credits
- Live technical (Intercom) & community support (Discord)
- Check your email for details

http://octo.ai/contact-us
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Q&A Time!
Drop your questions in the designated Q&A section


